
RESULTS
Building a Vast Attack Space
• Within our decomposition of attacks, 

components are independent and mutually 
compatible; they can be added, omitted, or 
swapped out to design new attacks.

• We enumerate over all possible 
combinations of component choices to 
create a vast attack space totaling 576 
attacks, 568 of which were previously 
unexplored.

• Hypothesis testing is used to identify components that lead to performant attacks in different 
scenarios.

• Resulting trends supported some commonly held beliefs (e.g., random restart is helpful) as well as 
uncovered new unexpected insights (e.g., using an identity loss is better than cross entropy loss).

Measuring Optimality

Revealing Effective Components

We measure attack 
performance as 
closeness to the PEA, 
a theoretical attack 
that forms the lower 
envelope of the 
accuracy budget 
space.

Domain Sensitivity
We find that attack performance is domain-sensitive 
and dependent on threat model; performance is 
unlikely to translate across domains.

`p-norms. Specifically, we incorporate and measure the time
it takes to produce adversarial examples, therein extending
our definition of budget as:

B(p,q,x) = `p(x)+q ·T (x) (2)

where p is the desired norm, q parameterizes the importance
of computational cost versus the introduced distortion, x is the
adversarial example, and T returns the compute time neces-
sary to produce x. We note that the precise value of q depends
on the threat model; adversaries who are compute-constrained
may prioritize time twice as much as distortion (i.e., q = 2),
while adversaries with strong compute may not consider time
at all (i.e., q = 0, as is done in standard evaluations). In sec-
tion 5, we find that some attacks consume prohibitively large
amounts of budget when compute is measured, and thus, cur-
rent threat models (which only measure `p distance) fail to
generalize adversarial capabilities.

4.2 Pareto Ensemble Attack
With a realistic interpretation of budgets, we revisit a fun-
damental question: Does an optimal attack exist? Attacks
measure distortion through different `p-norms, can require dif-
ferent amounts of compute, and have varying budgets (which
is notably true for robustness evaluations). Thus, answering
this question is non-trivial, especially in the absence of any
meaningfully large attack space.

A single definition that accurately characterizes optimality
across attacks, while incorporating these confounding factors,
is challenging. Yet, we can say some attack A is optimal if,
for a given threat model, A bounds all other attacks for an
adversarial goal (i.e., A must lower-bound all attacks when
minimizing model accuracy across budgets). Of the 576 at-
tacks that we evaluated, no single attack met this definition.
Thus, we conclude that the optimal attack are best character-
ized by an ensemble of attacks.

To this end, we introduce the Pareto Ensemble Attack
(PEA), a theoretical attack which, for a given budget and ad-
versarial goal, returns the set of adversarial examples that
best meet the adversarial goal, within the specified budget
(in other words, the Pareto frontier). The PEA is attractive for
our analysis, in that it serves as a meaningful baseline from
which we can compare attack performance to (discussed in
the following section). Moreover, as an ensemble, the PEA
naturally evolves as the evaluated attack space expands. We
formally define the PEA as:

PEA =
[

b2B

(
argmin

xA2A

Acc( f (xA), ŷ) | B(p,q,xA)  b

)

where b is a budget in a list of budgets B, xA is the set of
adversarial examples produced by attack A from a space of
attacks A , f is a model, ŷ is the set of true labels for xA, B is a
function used to measure budget (i.e., Equation 2), Acc returns
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Figure 2: The Optimal Attack — The PEA lower-bounds all
attacks across the range of budgets. Attacks A1 and A3 define
the PEA for different budget ranges, while A2 is never part
of the PEA. The area between the PEA and attack curves are
shown with vertical bars.

model accuracy, p is an `p-norm, and q controls the sensitivity
to computational resources. Concisely, the PEA returns the set
of adversarial examples whose model accuracy is minimal
and within budget. Moreover, we provide a visualization of
the PEA in Figure 2, where the PEA forms the lower envelope
of model accuracy across budgets. We highlight that if there
was some attack A0 which achieved the lowest accuracy across
all budgets (for some domain), then the PEA = A0. It has been
suggested by some in the community that algorithms such as
PGD might be optimal for some application [5, 33, 62]. Our
formulation of the PEA and measure of optimality allows us
to test this hypothesis.

Measuring Optimality. The PEA yields a baseline from
which we can fairly assess the performance of attacks. As the
PEA meets the definition of optimal (that is, it bounds attack
performance), we can evaluate attack performance relative
to the PEA. Intuitively, attacks that closely track the PEA are
performant, while those that do not are suboptimal. Mathemat-
ically, this can be measured as the area between the curves
of the PEA and some attack A. We note that our definition
of optimality is: (1) relative to the attacks considered (and
not measured against a set of provably worst-case adversarial
examples or certified robustness [5, 43, 57]), and (2) as at-
tacks are ranked by area, prefers attacks that are consistently
performant (i.e., across the budget space). We acknowledge
this measurement favors attacks whose behaviors are stable
(which we argue most popular white-box attacks exhibit);
other modalities may benefit from other cost measures.

For example, in Figure 2, the area between the PEA and at-
tack A2 is maximal, minimal for attack A3, and somewhere in
between for attack A1. Thus, we conclude that the worst-case
adversary would use A3 if bound by small budgets, otherwise
A1 (and never A2). This approach to measuring attack per-

6

`0

CIFAR10

FMNIST

MNIST

MalMem

UNSWNB-15

NSL-KDD

Phishing

`2

� = 0.0
`�

C
I
F
A
R
1
0

F
M
N
I
S
T

M
N
I
S
T

M
a
l
M
e
m

U
N
S
W
N
B
-
1
5

N
S
L
-
K
D
D

P
h
i
s
h
i
n
g

CIFAR10

FMNIST

MNIST

MalMem

UNSWNB-15

NSL-KDD

Phishing

C
I
F
A
R
1
0

F
M
N
I
S
T

M
N
I
S
T

M
a
l
M
e
m

U
N
S
W
N
B
-
1
5

N
S
L
-
K
D
D

P
h
i
s
h
i
n
g

� = 2.0

C
I
F
A
R
1
0

F
M
N
I
S
T

M
N
I
S
T

M
a
l
M
e
m

U
N
S
W
N
B
-
1
5

N
S
L
-
K
D
D

P
h
i
s
h
i
n
g

0.0

0.2

0.4

0.6

0.8

1.0

Figure 5: Median Spearman Rank Correlation Coefficients
for q = 0 and q = 2 threat models—Results are segmented by
`p-norm. Entries correspond to a dataset pair. High attack per-
formance generalization is encoded as lighter shades, while
low generalization is encoded with darker shades.

the unique properties of robust models necessitate changes to
attack components (discussed further in subsection 5.4.3).

Takeaways on Attack Optimality. In this set of experiments,
we analyzed attack optimality through the lens of varying
threat models, unique data phenomena, and robust models.
From our analyses, we find that the optimality of any given
attack is highly dependant on the given context. We support
this conclusion through the following remarks on the gen-
eralization of relative attack performance: (1) across threat
models, performance generalizes well within an `p-norm, but
not across—considering compute exacerbates this observa-
tion, (2) across datasets, performance generalization is broadly
sensitive to `p-norm (with CIFAR-10 generalizing poorly ev-
erywhere), and (3) between robust and non-robust models,
attack rankings are largely a function of data phenomena
(e.g., image-based phenomena exhibit poor generalization,
regardless of the threat model).

5.4 When and Why Attacks Perform Well

With our metric for attack performance established and evalu-
ated, we proceed by asking, why do certain attacks perform
well? Here, we explore the general trends of attack compo-
nents and their influence on performance through a series of
hypothesis tests. We build a space of possible hypotheses of
relative attack performance (over all attack components), per-
form hypothesis testing against this space, and identify those
with the highest significance and effect size. We begin with
significant hypotheses of non-robust models and conclude
with hypotheses most affected by model robustness.
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Figure 6: Median Spearman Rank Correlation Coefficients
for robust and non-robust models—Results are segmented by
`p-norm. Data points correspond to a specific threat model
(i.e., a value for q). Lighter shades show high generalization
of attack performance ranking across that dataset and threat
model, while darker shades are low generalization.

5.4.1 The Space of Hypotheses

We define a hypothesis as a comparison between two com-
ponent values (which we label as H1 and H2), such as “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss.” Now, we want to understand the conditions that
make a hypothesis true. These conditions can be using a
specific dataset, under a certain threat model, or based on
other component values. Building off our previous exam-
ple, this hypothesis paired with a condition could be “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss, when the dataset is Phishing.” When we test a
hypothesis, we look at the statistical significance of the hy-
pothesis under all conditions to determine when a hypothesis
is true. Enumerating across all possible hypothesis and con-
dition pairs yielded 1690 candidate hypotheses. It should be
noted that the component values in hypotheses are always in
the same component, as comparing usefulness across compo-
nents would be nonsensical (e.g., “Using Cross-Entropy is
better than using Random-Restart” is not meaningful).

5.4.2 Testing

We test the 1690 hypotheses with the Wilcoxon Signed-Rank
Test, a non-parametric pairwise test, equivalent to a pairwise
Mann-Whitney U Test, to determine its significance. We also
report the effect size of the test, defined as the percentage of
pairwise median areas (over ten trials, with trial counts fac-
tored into computed p-values) from component H1 that were
smaller than component H2 (recall, a smaller area corresponds
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Figure 5: Median Spearman Rank Correlation Coefficients
for q = 0 and q = 2 threat models—Results are segmented by
`p-norm. Entries correspond to a dataset pair. High attack per-
formance generalization is encoded as lighter shades, while
low generalization is encoded with darker shades.

the unique properties of robust models necessitate changes to
attack components (discussed further in subsection 5.4.3).

Takeaways on Attack Optimality. In this set of experiments,
we analyzed attack optimality through the lens of varying
threat models, unique data phenomena, and robust models.
From our analyses, we find that the optimality of any given
attack is highly dependant on the given context. We support
this conclusion through the following remarks on the gen-
eralization of relative attack performance: (1) across threat
models, performance generalizes well within an `p-norm, but
not across—considering compute exacerbates this observa-
tion, (2) across datasets, performance generalization is broadly
sensitive to `p-norm (with CIFAR-10 generalizing poorly ev-
erywhere), and (3) between robust and non-robust models,
attack rankings are largely a function of data phenomena
(e.g., image-based phenomena exhibit poor generalization,
regardless of the threat model).

5.4 When and Why Attacks Perform Well

With our metric for attack performance established and evalu-
ated, we proceed by asking, why do certain attacks perform
well? Here, we explore the general trends of attack compo-
nents and their influence on performance through a series of
hypothesis tests. We build a space of possible hypotheses of
relative attack performance (over all attack components), per-
form hypothesis testing against this space, and identify those
with the highest significance and effect size. We begin with
significant hypotheses of non-robust models and conclude
with hypotheses most affected by model robustness.
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`p-norm. Data points correspond to a specific threat model
(i.e., a value for q). Lighter shades show high generalization
of attack performance ranking across that dataset and threat
model, while darker shades are low generalization.

5.4.1 The Space of Hypotheses

We define a hypothesis as a comparison between two com-
ponent values (which we label as H1 and H2), such as “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss.” Now, we want to understand the conditions that
make a hypothesis true. These conditions can be using a
specific dataset, under a certain threat model, or based on
other component values. Building off our previous exam-
ple, this hypothesis paired with a condition could be “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss, when the dataset is Phishing.” When we test a
hypothesis, we look at the statistical significance of the hy-
pothesis under all conditions to determine when a hypothesis
is true. Enumerating across all possible hypothesis and con-
dition pairs yielded 1690 candidate hypotheses. It should be
noted that the component values in hypotheses are always in
the same component, as comparing usefulness across compo-
nents would be nonsensical (e.g., “Using Cross-Entropy is
better than using Random-Restart” is not meaningful).

5.4.2 Testing

We test the 1690 hypotheses with the Wilcoxon Signed-Rank
Test, a non-parametric pairwise test, equivalent to a pairwise
Mann-Whitney U Test, to determine its significance. We also
report the effect size of the test, defined as the percentage of
pairwise median areas (over ten trials, with trial counts fac-
tored into computed p-values) from component H1 that were
smaller than component H2 (recall, a smaller area corresponds
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for q = 0 and q = 2 threat models—Results are segmented by
`p-norm. Entries correspond to a dataset pair. High attack per-
formance generalization is encoded as lighter shades, while
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the unique properties of robust models necessitate changes to
attack components (discussed further in subsection 5.4.3).

Takeaways on Attack Optimality. In this set of experiments,
we analyzed attack optimality through the lens of varying
threat models, unique data phenomena, and robust models.
From our analyses, we find that the optimality of any given
attack is highly dependant on the given context. We support
this conclusion through the following remarks on the gen-
eralization of relative attack performance: (1) across threat
models, performance generalizes well within an `p-norm, but
not across—considering compute exacerbates this observa-
tion, (2) across datasets, performance generalization is broadly
sensitive to `p-norm (with CIFAR-10 generalizing poorly ev-
erywhere), and (3) between robust and non-robust models,
attack rankings are largely a function of data phenomena
(e.g., image-based phenomena exhibit poor generalization,
regardless of the threat model).

5.4 When and Why Attacks Perform Well

With our metric for attack performance established and evalu-
ated, we proceed by asking, why do certain attacks perform
well? Here, we explore the general trends of attack compo-
nents and their influence on performance through a series of
hypothesis tests. We build a space of possible hypotheses of
relative attack performance (over all attack components), per-
form hypothesis testing against this space, and identify those
with the highest significance and effect size. We begin with
significant hypotheses of non-robust models and conclude
with hypotheses most affected by model robustness.
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5.4.1 The Space of Hypotheses

We define a hypothesis as a comparison between two com-
ponent values (which we label as H1 and H2), such as “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss.” Now, we want to understand the conditions that
make a hypothesis true. These conditions can be using a
specific dataset, under a certain threat model, or based on
other component values. Building off our previous exam-
ple, this hypothesis paired with a condition could be “us-
ing Cross-Entropy is better than Carlini-Wagner
Loss, when the dataset is Phishing.” When we test a
hypothesis, we look at the statistical significance of the hy-
pothesis under all conditions to determine when a hypothesis
is true. Enumerating across all possible hypothesis and con-
dition pairs yielded 1690 candidate hypotheses. It should be
noted that the component values in hypotheses are always in
the same component, as comparing usefulness across compo-
nents would be nonsensical (e.g., “Using Cross-Entropy is
better than using Random-Restart” is not meaningful).

5.4.2 Testing

We test the 1690 hypotheses with the Wilcoxon Signed-Rank
Test, a non-parametric pairwise test, equivalent to a pairwise
Mann-Whitney U Test, to determine its significance. We also
report the effect size of the test, defined as the percentage of
pairwise median areas (over ten trials, with trial counts fac-
tored into computed p-values) from component H1 that were
smaller than component H2 (recall, a smaller area corresponds
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Component H1 Component H2 Condition p-value Effect Size

1. SGD is better than BWSGD when Dataset = MNIST <2.2⇥10−308 99 %
2. Adam is better than BWSGD when Dataset = MNIST <2.2⇥10−308 99 %

...
...

84. Identity Loss is better than Difference of Logits Ratio Loss when Dataset = NSL-KDD <2.2⇥10−308 93 %
85. SGD is better than BWSGD when SaliencyMap = Jacobian Saliency Map <2.2⇥10−308 92 %

...
...

393. DeepFool Saliency Map is better than Jacobian Saliency Map when Dataset = FMNIST <5⇥10−6 66 %
394. Cross-Entropy is better than Carlini-Wagner Loss when Change of Variables = Disabled <5⇥10−6 61 %

...
...

1689. `0 is better than `2 when Threat Model = `2 +1.0 9.8⇥10−1 50 %
1690. Identity Saliency Map is better than DeepFool Saliency Map when Threat Model = `• +0.4 1.0 49 %

Table 3: The evaluated hypotheses for non-robust models. The top 344 hypotheses have a p-value that exhibits 64 bit underflow.
When sorted by effect size, the top 50 % of hypotheses have an effect size greater than 80 %.

to a better attack, as it more closely tracks the PEA). Note that
the p-values for many hypotheses underflowed 64 bit floating
point precision, implying that the results of the test are highly
significant across all datasets and threat models. A subset of
of hypotheses are represented in Table 3.

We find many highly-significant correlations in the re-
sults across the space of hypotheses. Specifically, we set
a significance threshold proportional to the number of hy-
pothesis tests we evaluated to minimize false positives2:
p < 0.01

1690 = 5⇥10�6. We found that 1536 (90 %) of hypothe-
ses were below this threshold. We highlight the most promi-
nent conclusions among these 1536 hypothesis: (1) Change of
Variables was found to be disadvantageous—86 hypotheses
involving Change of Variables met our threshold; all 86 were
against its use, (2) Adam was superior to all other optimizers—
503 hypotheses comparing Adam to other optimizers met our
threshold, of which 50 % of them ruled in favor of Adam (with
SGD at 33 %, and MBS at 16 %), (3) Random-Restart was found
to be preferable across 61 % of hypotheses (51 of 83), (4) `•-
targeted attacks, at 79 % (163 of 205) were superior to both
`0- and `2-targeted (which were only favorable 16 % (34 of
205) and 4 % (8 of 205) of the time, respectively), (5) using
no saliency map (i.e., SMI) was better 70 % (131 of 187) of
the time, (6) perhaps surprisingly, using no loss function was
more advantageous 47 % (224 of 472) of the time, over CE
and CWL, which were useful 34 % (161 of 472) and 18 % (87
of 472) of the time, respectively, and (7) contrary to common
practice, using `•-based attacks were sometimes superior to
`2-based attacks for `2-based threat models (21 of 42); this re-
sult would suggest that perturbing based on the magnitude of
gradients, while effective, can be excessive (when measuring
cost under `2) and unnecessary to meet adversarial goals.

We highlight some key takeaways from this experiment: (1)
These hypothesis tests provide statistical evidence of some
common practices within the community (using Random-
Restart and the superiority of Adam), while also demonstrating
some perhaps surprising conclusions, such as the detriment
of using Cross-Entropy over no loss function at all. (2) We

2One would expect evaluating 1000 hypotheses at p < 0.01 significance
would result in 10 false positives, for example.

emphasize the utility of hypothesis testing for threat modeling
as well: the tests provide a schema for performing worst-case
benchmarks in their respective domain. For example, when
benchmarking MNIST against `0-based adversaries, attacks
that use the Jacobian Saliency Map are likely to outper-
form attacks that use DeepFool Saliency Map.

5.4.3 The Effect of Model Robustness

As shown in Figure 6, robust models can have a significant im-
pact on attack rankings. Here, we investigate why such broad
phenomena occur. Specifically, we investigate how attack pa-
rameter choices change performance on a robust versus a
non-robust model. We repeat our hypothesis testing on robust
models only and compare the hypotheses most affected (that
is, the largest changes in effect size) by robust models.

Table 4 provides a listing of the top pairs of hypotheses,
sorted by the change in effect size from a non-robust to robust
model (labeled as delta). Many of the top hypotheses when
migrating from non-robust to robust models largely concern
CIFAR-10 and MalMem, which were broadly the most unique
phenomena across our experiments. Specifically, we see large
changes in losses and saliency maps for the attacks that were
effective at attacking robust models. The emphasis on CE
could be in part attributed to the fact that both the model is
trained on this loss as well as used by PGD, the attack used to
generate adversarial examples within minibatches. This obser-
vation suggests that alignment between between attack losses
and losses used for adversarial training is highly effective at
attacking robust models.

Beyond the influence of loss on CIFAR-10 and MalMem,
most of our tested hypotheses remained relatively unaffected
by model robustness: of the 1690 hypotheses tested, only
334 had an effect size change of 10 % or greater between
robust and non-robust models. This implies that, while many
of the factors that make attacks effective do not vary between
normally- and adversarially-trained models, the subset that
does vary accounts for a vast difference in attack effectiveness.
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CONCLUSION

INTRODUCTION METHODS

Generalization of AttacksAdversaries in Machine Learning

Attacks are sets of components

• Machine learning models are vulnerable to 
adversarial examples, inputs designed to induce 
a mismatch between model classification and 
human perception.

• While we have seen significant efforts towards 
defending against adversarial concerns, most 
defenses are quickly broken by new attack 
methods.

• To better understand the attack methods that 
models are vulnerable to, we propose a 
systematic approach to characterize worst-case 
adversaries. 

• We explore how the domain, robustness 
techniques, and threat model influence attack 
performance.

Generalizing attacks enables new insights

• Our framework allows us to enumerate over components, yielding new and 
interesting attacks.

• This attack space allows us to evaluate models and future defenses against a 
comprehensive set of threats. 

• Hypothesis testing on components enables us to explain what works well and why, 
uncovering potential new avenues of research into root causes of model 
vulnerabilities.

• We find that attack performance is highly dependent on the scenario, highlighting 
a need for more extensive robustness evaluations

https://hoak.me @blaine_hoak blainehoak bhoak@cs.wisc.edu

Attacks that break 
defenses

Defenses that 
prevent attacks

We observe that attacks can be decomposed into surfaces 
and travelers, which contain collections of techniques that 
operate on gradients and inputs, respectively. 


